1 Introduction

Derivatives of grid-based functions are often approximated by finite differences. The purpose of this note is to present a short algorithm, due to B. Fornberg [1] for finding the optimal weights for equispaced grids for derivatives of any order, approximated to any level of accuracy.

2 The algorithm

A couple of examples would be the best to illustrate both why this algorithm works and how it is used. Consider the following example where we want to find the coefficients which make the following approximation for the first derivative of a function,

\[
\frac{df}{dx} \approx a_0 f(x-2h) + a_1 f(x-h) + a_2 f(x) + a_3 f(x+h) + a_4 f(x+2h)
\] (1)
as accurate as possible. The weights \( a_i \) do not depend on the function which derivative we are taking. We can thus choose the function to our advantage. Substituting

\[ f(x) = e^{\omega x} \]  

(2)

into Eq. (1) gives

\[ \omega e^{\omega x} \approx \left[ a_0 e^{-2\omega h} + a_1 e^{-\omega h} + a_2 + a_3 e^{\omega h} + a_4 e^{2\omega h} \right] e^{\omega x}. \]  

(3)

The goal is to make the approximation as accurate as possible, when expanded locally around \( h = 0 \). Canceling the common factors \( e^{\omega x} \) in both sides of Eq. (3), and substituting

\[ u = e^{\omega h}, \]  

(4)

that is

\[ \omega = \frac{\log u}{h}, \]  

(5)

gives

\[ \frac{\log u}{h} \approx \frac{a_0}{u^2} + \frac{a_1}{u} + a_2 + a_3 u + a_4 u^2, \]  

(6)

or

\[ \frac{u^2 \log u}{h} \approx a_0 + a_1 u + a_2 u^2 + a_3 u^3 + a_4 u^4. \]  

(7)

At this point, we want the best possible accuracy when expanded around \( u = 1 \). Using the Taylor approximation for the left hand side of Eq. (7) around \( u = 1 \),

\[ u^2 \log u = \frac{1}{12} - \frac{2u}{3} + \frac{2u^3}{3} - \frac{u^4}{12} + \ldots, \]  

(8)

and comparing with the right hand side, we obtain:

\[ a_0 = \frac{1}{12 h}, \quad a_1 = -\frac{2}{3 h}, \quad a_2 = 0, \quad a_3 = \frac{2}{3 h}, \quad a_4 = -\frac{1}{12 h}. \]  

(9)

Therefore, the approximation Eq. (1) is

\[ \frac{df}{dx} \approx \frac{f(x - 2h) - 8f(x - h) + 8f(x + h) - f(x + 2h)}{12h}. \]  

(10)

The series expansions of the type we have in Eq. (8) can be done using a computer algebra systems. E.g. in Mathematica the following command can be used:
As a second example consider the following finite difference approximation for the second derivative:

\[
\frac{d^2 f}{dx^2} \approx b_0 f(x - 2h) + b_1 f(x - h) + b_2 f(x) + b_3 f(x + h) + b_4 f(x + 2h). \tag{11}
\]

Using the steps similar to the used above, obtain

\[
\frac{\log^2 u}{h^2} \approx \frac{b_0}{u^2} + \frac{b_1}{u} + b_2 + b_3 u + b_4 u^2, \tag{12}
\]

or

\[
\frac{u^2 \log^2 u}{h^2} \approx b_0 + b_1 u + b_2 u^2 + b_3 u^3 + b_4 u^4. \tag{13}
\]

Using the Taylor approximation for the left hand side of Eq. (13) around \( u = 1 \),

\[
u^2 \log^2 u = -\frac{1}{12} + \frac{4u}{3} - \frac{5u^2}{2} + \frac{4u^3}{3} - \frac{u^4}{12} + \ldots \tag{14}\]

Comparing Eq. (14) and Eq. (13) we find the coefficients \( b_i \) and finally the following approximation for the second derivative:

\[
\frac{d^2 f}{dx^2} \approx \frac{-f(x - 2h) + 16f(x - h) - 30f(x) + 16f(x + h) - f(x + 2h)}{12h^2}. \tag{15}
\]

### 3 Numerical example
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