3.1 Leibniz’s Formula

J e cos (s+tx)dx = J % cos (s) cos (tx) dx

—00

—00

But since the last integra
have

and so, finally (usyd@@¥ur result (3.1.5))

2

x2 t
ffooo e 2 cos(s +tx)dx = vV2m e 2 cos

For t=s=1 this is 0.82144...

and quad(@(x)exp(-(x."2)/2).*cos(I + Xx),-

The trick of evaluating an integral by finding a differential equation for which
the integral is the solution can be used to determine the value of

> cos (ax)
I(a) = d
@) Jo x2 + b’ h

where a and b are each positive (a is the parameter and b is a constant). If we
integrate by parts, writing

1
u = Xz—_|_bz’ dv = cos (ax)dx
then
5 .
du = ——dex,v _ sm (ax)
(2 +0) a

and so
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2 — sin (ax) oo, 2% xsin(ax) dx
1 {a(x2+b2)2}‘° +aL (2 + 1)’

or, as the first term on the right vanishes at both the upper and the lower limit, we
have

2r° x sin (ax) q
X

0 (x2+b2)2

and so it perhaps looks as though we are making things worse! As you’ll soon see,
we are not.
From our last result we multiply through by a and arrive at

[ xsin(ax) .
al(a) = 2[0 —( - —|—b2)2 d

and then differentiate with respect to a to get

dI(a) > x2 cos (ax)

o I =2 (21 0)

The integrand can be re-written in a partial fraction expansion:

x?cos (ax)  cos(ax) b’ cos(ax)

(2 4+ +b (2 4b?)

Thus,
2{0@ x% cos (ax)2 e — 2Joo cos (axz) 4 szro cos (ax) dx
0 (21 17) o x2+b 0 (2 +17)
and, since the first integral on right is I(a), we have
dl o
2 ) ) 1) — 2b2J Lax)zdx

da 0 (x2+b?)

or,
dI >
a (a) _ I(a) = —2b2J Lax)z dx.
da 0 ( x2 + bz)
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Differentiating this with respect to a, we get

ad21(21) di(a) dl(a) _ 2b2r° x sin (ax) dx
o (

da® + da da X2 —I—b2)2
or,

2 00 .
dI(a) _ szj x sin (ax) dx.

a7l ety

If you look back at the start of the last paragraph, you’ll see that we found the
integral on the right to be

and so

d*I(a) ,a
A= =2b 3 I(a)

or, rearranging, we have the following second-order, linear differential equation for

I(a):

Such equations are well-known to have exponential solutions—I(a)=C &',
where C and k are constants—and substitution into the differential equation gives

Ck%ek — p2Ceke = 0

and so k* — b* =0 or k = £b. Thus, the general solution to the differential equation
is the sum of these two particular solutions:

I(a) = Cie®™ + Coe ™.

We need two conditions on I(a) to determine the constants C; and C,, and we can
get them from our two different expressions for I(a): the original

1(a) :J cos (a’? dx
0 x2+b

and the expression we got by integrating by parts
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From the first we see that

B | 1 X\ oo T
10) = | oo =l G =5
(©) L 21l bl /sl Top

and from the second we see that lim, _, . I(a) =0.

Thus,
100) = = = C, + C;
2b
and
I(c0) =0

which says that C; =0. Thus, C; = 5 and we have this beautiful result:

foo cos(ax) dx = le_ ab

(3.1.7) 0 x2 4 b2 2b 0

discovered in 1810 by Laplace

_ /T _
, we have x = y/—In(t) (and so dx = T
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