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The suitability of ground exciton system in semiconductors is studied for use in schemes based
on EIT, such as ” slow ” or ” stored ” photons or coherent nonlinear optics. We match the desired
properties of a system explain EIT with the known physical realities of a semiconductor system, and
suggest, in particular, two suitable schemes using donor impurities in GaAs. In addition to generic
properties, we also focus on the influence of many neighboring levels and continuum levels, and on
the effect of strong hole-mixing.

I. INTRODUCTION

Electromagnetically induced transparency (EIT) [1–3]
was recently used to reduce the group velocity of prop-
agating light pulses [4, 5] and to reversibly map them
into stationary spin excitations in atomic media [6–9]
and for information processing [10]. In particular, an in-
coming wavepacket can be coherently changed into spin
coherence by turning off the control field while the pulse
is propagating through the medium. Turning the con-
trol field back on reverses the process: the dark-state
polariton is adiabatically restored to an optical excita-
tion. The storage time is only limited by the decay of
the Raman coherence, which could be very long, of the
order of milliseconds [7, 8, 11]. Note that the efficiency
of the procedure and the maximum storage interval is de-
termined by the decoherence time of the spin states and
by the selection rules that allow for a clean Raman cou-
pling forming a so-called Λ configuration of atomic lev-
els. In addition to fundamental interest, these efforts are
stimulated by possibilities to develop a quantum mem-
ory for photonic states [12, 13]. During the storage, we
can use some electromagnetic fields or even phonons to
manage the coherence [9, 14]. This is in essence mul-
tiwave mixing with the fields being not applied simul-
taneously [10]. These techniques may allow for techno-
logical advances involving quantum communication over
long distances [15]. Whereas the first steps are now be-
ing taken toward realization of these techniques in atomic
systems [16, 17], the corresponding approaches in solid
state would be extremely attractive in view of long-term
goals of integration and applications. EIT and laser with-
out inversion (LWI) in semiconductor has been analyzed
[18, 19] and EIT in solid has been realized with rare-
earth doped matrix [20]. At the same time,much ef-
fort has been recently devoted to optically controlled ex-
citonic transitions in semiconductor quantum well with
biexcitons [21] and ”artificial atoms” quantum dots [22–
25]. Because of the fast decay of coherence, the biexciton
system in quantum wells is not appropriate for quantum
information storage and processing. Although the use
of such artificial atoms for quantum control is attrac-
tive, it suffers from a number of serious difficulties. First
of all,the optical (and electron spin) transition frequen-

cies exhibit large dot-to-dot fluctuations. Secondly,the
relatively low symmetry associated with self-assembled
quantum dots seriously allow only for unpolarized tran-
sitions. Transitions with definite polarizations are essen-
tial for a high degree of quantum control in processes
involving two-photon Raman transitions and electronic
spin coherence.

In semiconductors, free excitons can be bound to donor
and acceptor impurity sites, forming bound excitons. In
this paper, we explore quantum optical control of elec-
tronic and spin degrees of freedom associated with im-
purity bound excitons in semiconductors. Such excita-
tions hold the promise to be the much better ”artificial
atoms”, because when a bound exciton (BE) decays ra-
diatively to a neutral impurity state, its inhomogeneous
linewidth is characteristically narrow [26, 27]. The un-
derling reason for this is that although the impurities
might be embedded into the host lattice in slightly differ-
ent relative locations, the weakly bound electronic states
can be delocalized over several hundreds of lattice sites.
In such a case, displacements will not shift atomic en-
ergies, resulting in very homogeneous optical transition
frequencies and g factors. Moreover, in such a case,the
symmetry of the host lattice will determine the symmetry
of the eigenstates and dipole transitions in the system,
and thus can be, for the most semiconductors, assumed
to be tetrahedral Td symmetry. This high symmetry al-
lows for a wide range of well-defined selection rules to
hold. This opens the door for studying quantum op-
tical processes in such systems. These two important
properties will be used to develop and explore new tech-
niques to control light propagation using electron spin,
and controlling electron spin and nuclear spin using light
in semiconductors. Specifically, we will analyze the fea-
sibility of EIT via donor bound excitons in GaAs, and
its use for controlling light propagation. Before proceed-
ing we note that our work involves electronic degrees of
freedom that are associated with localized electrons of di-
lute ensemble impurities.While pioneering experiments of
Awschalom and co-workers [28] have shown exceptional
stability of the electronic spin states of free electrons in
bulk semiconductors, extremely long T2 times for optical
transitions were indeed demonstrated [26, 27]. Indeed,
the coherence time of an electron for an impurity atom
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can be even longer than that of free electrons in intrin-
sic semiconductors, because the density of the available
final states, into which excitons are scattered as a result
of electron-phonon scattering is lower in the 0D system.

We begin by considering two generic transitions in
donor bound excitons embedded in a semiconductor such
as GaAs [29–31]. Note that some experimental results
on coherent population trapping have been reported by
K.M.C. Fu et al. [32]. To compare with their work, we
emphasize the effects of the hole mixing on EIT in bound
exciton system. And we also include more related energy
levels in our calculation and found that neighboring lev-
els may make the transparency window asymmetric. Also
included in our calculations are the dispersion properties
which shows how the group velocity may change under
the hole mixing.

This paper is organized as follows: In Sec. II we an-
alyze the two sample systems for realizing EIT. Further
calculations including other levels and continuum states
are discussed in Sec. III. Discussion and conclusion follow
in Sec. IV.

II. EIT WITH BOUND EXCITONS

The basic configuration for EIT in a Λ system (Fig. 1a)
includes three levels and two lasers with the requirement
that the two lasers must have different frequencies and/or
polarizations to make sure that each laser only acts on
one transition. In the case that the two transitions have
similar transition frequencies, different polarizations are
required, which means transitions with good experimen-
tal selection rules are very important. However, we note
that since the probe pulse is usually very weak in EIT
system, inadvertently coupling |1〉-|3〉 transition by the
probe pulse can be tolerated. Note that in this paper, we
use the notations in ref. [29] to denote the transitions and
levels in our impurity doped semiconductor system. In
EIT, one of the most important parameters is the width
of the transparency window [33]. The probe will experi-
ence transparency only when its spectrum is within the
transparency window. A good EIT system requires the
smallest possible inhomogenous broadening between all
the involved levels as compared with the Rabi frequency
of the coupling laser, and a long decay/decoherence time
between the metastable states. The latter may be the
most important parameter to achieve EIT and light stor-
age, because it determines the depth of the transparency
window and the storage time of the stored light.

In expecting the possibility of integration of semicon-
ductors, we try to find appropriate EIT systems in the
semiconductors with the above mentioned general rules
in mind. For example, because of hole mixing in accep-
tor states, acceptor bound excitons are excluded from
our consideration for EIT. Thus we only consider the
transitions for donor bound excitons in semiconductors.
The transitions between the neutral donor state, D0, and
the exciton bound to it, D0X is schematically shown in
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FIG. 1: Three-level atomic systems coupled with a probe field
Ê12 and one coupling field Ω12. The actual energy level dia-
grams in n-GaAs for (a) the principal transitions, and (b) the
TES transitions, in magnetic field at 12T . In (a) the probe
transition has π polarization and the coupling laser has σ po-
larization, which is unpolarized (see text); while in (b), both
probe and coupling laser have σ polarizations.

Fig. 2. The donor ground state D0 consists of the single
electron loosely bound to the positively charged donor.
We treat the lowest state of the donor exciton D0X as an
excited state, which consists of two electrons on the donor
level and one hole in the valence band. The transitions
from D0X to the ground state of D0 are called the ” prin-
ciple transitions ”, and those from D0X to the excited
D0 states are called the ” two electron states ” (TES).
While the model for D0X remains to be resolved com-
pletely, the simple spherical approximation works well in
many cases [29]. However, our group theoretic model for
Td symmetry matches the experimental data in [29] for
more transitions than the spherical approximation, espe-
cially in the case of L=0 and L=1 [34]. Thus in the fol-
lowing we will base our analysis on selection rules which
match both experimental data and calculations based on
Td symmetry. Another problem for realizing EIT with
bound excitons is that the energy levels are highly degen-
erate. So polarization selection does not work, and thus
electric and/or magnetic field may be needed to separate
the levels from each other to avoid unwanted coupling.
In the following, magnetic field will be used to separate
the levels.

As an specific example, the first system is shown in
Fig. 1a which is at the magnetic field of 12T in Faraday
configuration at liquid-He temperature. The Λ system is
composed of ground levels, D0 |−1/2〉 and |1/2〉, and ex-
cited level D0X B1, where B1 is the first excited state of
D0X with orbital angular momentum L = 1, mL = 1/2
and hole quasispin mj = 1/2. The major reason why this
level is selected is because B1 and B∗

1 transitions have
good selection rules from experimental data [29]. While
A1, which has angular momentum L = 1, mL = 0 and
mj = −1/2, was identified as having good selection rules,
we noticed that this might not be the fact if we look at the
experimental data for A1 of Fig. 18a of ref. [29]. Another
reason is that both B1 and B∗

1 transitions are strong, so
weaker lasers may be used to lessen the unwanted cou-
pling with other levels (see next section). Since B1 and
B∗

1 transitions have σ− and π polarization, the pump
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FIG. 2: Energy levels for bound excitons in GaAs. Cartoon
of the ground and excited state of a shallow donor-bound
exciton. In the ground state, there is one donor electron
(grey)with spin up or down resulting in the doublet D0. In
the excited state, an additional electron is excited from the
valence band into the donor level, creating a second electron
and a hole (both white). The electrons form a singlet state,
the hole a quadruplet state, together forming the fourfold de-
generate state D0X.

laser and probe beam are perpendicular to each other.
In this case, we identify D0 1S |ms = −1/2〉 as |2〉,
|ms = 1/2〉 as |3〉 and |B1〉 as |1〉. For numerical sim-
ulation of this system, we refer the reader to the next
section.

The above scheme assumes the ground states of the
impurity atoms as the two metastable states of the Λ
system. Since the coupling and probe lasers have π and
σ+ polarizations, they are perpendicular to each other,
which might be disadvantageous for some application,
such as integration. With this in mind, we come to
the second scheme to realize EIT as shown in Fig. 1b
with Λ system composed of levels |2p−, ms = +1/2〉, D0

|ms = +1/2〉 and A. A is the ground D0X state with
L = 0 and mj = −3/2. In this case, since both the pump
laser and probe beam have σ+ polarizations, they are par-
allel to each other. An additional benefits using the two
electron satellite levels is that they are better resolved
than the ground states of D0. Thus the unwanted cou-
pling to neighboring levels is less likely to happen and the
asymmetry happens in the first scheme may not happen
any more as proven by numerical simulations. Since the
dipole moments for these transitions are about 10 times
smaller than the principle transitions used in the first
scheme, the intensity of the coupling laser need to be 100
time bigger than that for the first scheme if other param-
eters remain the same. One problem for this scheme is
that the population may be trapped to D0 1S ms = −1/2
state due to optical pumping. This can be overcome by
an additional laser to repump the population back to the
Λ system. One might also think of a scheme that makes
use of level A and TES states. Our calculation shows that
unwanted optical pumping may be strong. In addition,
because TES states are excited states, initial population
within this system is small compared with the previous
ones, so we will not analyze this system any further.

III. EFFECTS FROM NEIGHBORING LEVELS

At magnetic field of 12T , the neighboring levels only
perturb the Λ system slightly, because the detuning
for the neighboring levels is at least at the order of
0.1 meV ∼ 20GHz, which is much larger than the Rabi
frequency of the coupling laser, which is around 1GHz
(see below). However, there exists heavy hole-light hole
mixing [35, 36]. This makes the decay rate of the Raman
coherence ρ23 much faster than the exciton recombina-
tion rate [37]. For example, σ+ excitons can be changed
to σ− excitons and ‘dark‘ excitons. σ± excitons are ex-
citons coupled to light with σ± polarizations and ‘dark‘
excitons are excitons that do not couple to light by op-
tical dipole transition. Suppose the probe light, which
couple |1〉-|2〉 has σ+ polarization, then both σ− (here-
after, ’wrong’ excitons) and dark excitons will be dark
to the probe light. Thus ’Λ’ system using bound exci-
tons should include 3 extra levels (Fig. 1b) to take into
account these decoherence. All above are taken into ac-
count through the optical Bloch equations including |1〉-
|7〉 including level A1.

Figure 3 shows the effects of hole mixing as well as the
effects of ground state decoherence Γ23 on the suscepti-
bility χ = χ1 + iχ2. In the calculations, for simplicity,
the hole mixing is assumed to be the same between all
holes. Although this is not realistic, we are consider-
ing the general effects of hole mixing here. The imagi-
nary part of susceptibility is proportional to absorption
coefficient of probe light, from which the transparency
window can be found. It can be seen from Fig. 3 (a)-
(d) that hole mixing reduces transparency window width
dramatically. In particular, the transparency window
width without hole mixing is 2GHz and when the hole
mixing rate is 100 × 109S−1, then the width reduces to
0.1GHz. We note that the real part of the susceptibil-
ity becomes steeper as the hole mixing rate gets larger
and its pattern outside the transparency window changes
qualitatively. We should emphasize that in ideal EIT, no
population is on the excited state |1〉. But we see that
hole mixing, which by itself only perturbs |1〉, does affect
the dynamics dramatically. Since the transparency win-
dow is reduced and the χ1 gets steeper, the group velocity
becomes much slower than if there were no hole mixing.
However, localization of exciton wave function by impu-
rity atom makes the hole mixing suppressed [26, 27]. In
this case, polariton effect may be considered as a source
of broadening [27] for the bound exciton states and the
hole mixing is replaced by this broadening.

As a check for our calculation, when the decoher-
ence for the ground states, |2〉 and |3〉, is turned on,
Fig. 3(e) shows that even at zero detuning, there is no
perfect transparency. Note that for very pure semicon-
ductors, the ground state coherence time could be very
large ∼ 60mS [11], which makes less absorption in the
transparency window. Fig. 3(f) demonstrates that a large
spontaneous decay shows qualitatively the same effect as
hole mixing.
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It is interesting to compare our results with the exper-
imental data (see Fig.3 of ref. [32]). First of all, they use
A as |1〉 while we prefer to use B1, which has angular
momentum L = 1, as |1〉. The reason for this is sim-
ple: the oscillator strength for our transitions are larger
than those in ref. [32] and thus the laser intensity could
be smaller and the unwanted coupling could be reduced.
Nevertheless, we tried to fit their data. Figure 4 shows
our fit to the experiment [32]. The broadening of the
excited with their method, γ3a,3b, has the same effect as
hole mixing of ours, to the first order of optical Bloch
equations. And we also see that the group velocity is
not very large by reading the χ1 from fig. 4a. As a fi-
nal detail, our calculations show that the asymmetry in
Fig.3 of ref. [32] may be caused by coupling between D0

1S +1/2 and A1, which has orbital angular momentum
L = 1, mL = 0, and hole quasispin mj = −1/2. We
also found that without the hole mixing, the asymmetry
is becoming much smaller. Also shown in fig. 4 is the
case when the ground state broadening is 4µS, which
is still much larger than the value measured in exper-
iment [11]. We see that the change of χ1 within the
transparency window is much larger than the previous
case and the group velocity is much smaller correspond-
ingly. In a word, the possibility of achieving slow light is
very high.

In the above, we assumed resonant coupling laser.
Since the decay of the excited state B1 is large with life-
time being ∼ 1nS [38], one might think of detuning the
coupling laser to relief this. This is the case as is shown
in ref. [39] for manipulating single quantum dot by STI-
RAP. Although STIRAP and EIT use the same underlin-
ing physics, the trapped state, their emphasis are differ-
ent: STIRAP concerns population transfer which could
be done even with single photon detuning [39]; EIT con-
cerns the information in the probe light and the manipu-
lation of it by coupling laser. If the detuning of coupling
laser is too large, then the group velocity can not be
manipulated effectively by dynamically changing the in-
tensity of the coupling laser, which makes large detuning
not feasible for quantum information using slow light. So
we assumed resonant coupling laser.

Another consideration involves the influence of the
transitions from bound electronic states into an electron-
hole continuum,which is important because of its low
binding energies ∼ 1meV . Although issue of the effect
of continuum states on the dark-resonances has been a
subject of spirited debates in the past [40], the detailed
study [41] shows that a system with two discrete levels
only coupled to pure continuum states can have EIT and
light storage, and if the lasers are detuned from the con-
tinuum, then the continuum will only gives Ac Stark shift

δE = −
∫ ∞

0
dε |Ω|2

D
[39, 41].

Now let us estimate the intensity of the coupling lasers.
To this end, we need the dipole moments of the transi-
tions. The dipole moments of B1 and B∗

1 transitions are
about 100 Debye [38, 42]. With such, the estimated in-
tensity of the coupling laser is I ∼ 0.5W/cm2, which is
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FIG. 3: Real part (solid line) and imaginary part (dash-
dotted) of susceptibility as function of probe detuning for
resonant coupling field. Resonant coupling laser has Rabi
frequency Ω13 = 2 × 109S−1, spontaneous decay rates from
bright bound excitons are 1 × 109S−1. (a) without hole mix-
ing Γh = 0S−1 and ground state decoherence rate Γ23 =
0.01×109S−1, (b) hole mixing rate is Γh = 109S−1. (c) Γh =
10× 109S−1 and Γ23 = 0.1 × 109S−1, (d) Γh = 100 × 109S−1

and g23 = 0.1 × 109S−1. (e) Γh = 100 × 109S−1 and
Γ23 = 0.5 × 109S−1. (f) Γh = 0S−1 and Γ23 = 0.5 × 109S−1

with Γ12 = 100 × 109S−1. It can be seen from (a)-(d) that
hole mixing reduce transparency window width dramatically
(from the imaginary part of χ). Also, although the pattern
of real susceptibility, and thus the index of refraction, do not
change qualitatively within the transparency window, its pat-
ten outside the transparency window changes a lot. With the
decoherence for the ground states, |2〉 and |3〉, (e) shows that
even at zero detuning, there is no perfect transparency. (f)
demonstrates that a large spontaneous decay shows qualita-
tively the same the effect as hole mixing.

consistent to ref. [32]. Following the above line, we found
that scheme 2 which makes use of TES states need cou-
pling laser intensity about 100 times larger that for the
principle transition.

IV. DISCUSSION AND CONCLUSION

Since the doping density in our proposed system is low
(∼ 1014cm−3), bound-exciton bound-exciton interaction
is not important. So microscopic many-particle theory
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FIG. 4: (a) the real part (χ1) and (b) the imaginary part
(χ2) of susceptibility for the experiment in ref. [32]. The
fitting parameters used are Ω13 = 0.065GHz, Ω12 = 0.0016,
γ13 = 1nS−1, γ12 = 0.08γ13. γ23 = (4nS)−1 is used for the
fit to the experimental data in ref. [32] (solid curve), while
dashed curve is used for the case that the broadening between
ground states is much smaller γ23 = 4µS. Asymmetry in χ2
due to neighboring levels is clearly seen.

to include exciton-exciton correlation as used in ref. [21]
may be not necessary. We also note since the inhomoge-

neous broadening is small, we did not include it in our
calculation, although this can be done by following the
lines in ref. [43].

In the above schemes, magnetic field of 12T is used.
Can we get rid of the magnetic field? Since strain can
split heavy/light holes, well controlled strain may be used
to realizing the EIT system [34].

In conclusion, electromagnetically induced trans-
parency (EIT) and slow light are analyzed in a n-doped
GaAs system. Two Λ systems are identified in this sys-
tem, where shallow impurity bound exciton states are
used as excited states with lower states being metastable
states. We found that hole mixing and ground state
broadening may dramatically reduce the transparency
window and reduces the group velocity of the probe light.
Further experiments toward reducing the broadening of
ground states are expected.
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