Electron traps and transfer efficiency of cerium-doped aluminate scintillators
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Abstract

Comparative measurements of thermoluminescence and scintillation light outputs of gamma-ray irradiated Ce:LuAlO₃ (LuAP) and Ce:YAlO₃ (YAP) reveal that electron trapping significantly depresses transfer efficiency in these scintillator materials, but fails to explain fully either their performance differential or their departures from ideal efficiency. In the limit of short radiation times, the ratio of integrated thermoluminescence light output to integrated scintillation light output is 0.14 in LuAP and 0.02 in YAP.
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1. Introduction

Lempicki et al. [1] expressed the efficiency of scintillator response, \( \eta \), as the product of three partial efficiencies:

\[ \eta = \beta SQ, \]  

where \( \beta \) is the conversion efficiency (ratio of actually produced electron-hole pairs to maximum possible), \( S \) is the transfer efficiency and \( Q \) is the quantum efficiency of luminescence. More recently, Bartram and Lempicki [2] have demonstrated that efficient conversion (\( \beta \geq 1 \)) is expected for wide-band-gap insulators. They have also shown that this prediction implies low transfer efficiency, \( S < 1 \), for most insulators. There are many processes in a solid which can diminish the efficiency of scintillator response by competing with prompt energy transfer to activators. One such process is explored in the present investigation of two closely related materials with contrasting efficiencies.

The desirable qualities of a scintillator material are high density, short decay time, and high light yield. Lempicki et al. [3] have compared the light outputs of two very similar scintillator materials of contemporary technological interest, Ce:LuAlO₃ (LuAP) and Ce:YAlO₃ (YAP). Both materials suffer from parasitic absorption which is minimal in thin samples. Relevant properties of these two materials are listed in Table 1. In principle, the
Table 1
Properties of scintillator materials investigated

<table>
<thead>
<tr>
<th></th>
<th>Ce:LuAlO₃ (LuAP)</th>
<th>Ce:YAlO₃ (YAP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (g/cm³)</td>
<td>8.34 [3]</td>
<td>5.55 [3]</td>
</tr>
<tr>
<td>Efficiency η</td>
<td>38%</td>
<td>59%</td>
</tr>
</tbody>
</table>

The present experiment was initiated with the more limited objective of determining the branching ratio of electron–hole pairs which contribute either to thermoluminescence or to scintillation. (It should be noted that these two processes do not exhaust the possibilities; others include processes which ultimately culminate in non-radiative recombination. Afterglow associated with shallow traps is included as a component of scintillation both in the present experiment, and, to a large extent, in the measurement of light output [3].) We rely on the detailed thermoluminescence measurements on LuAP described above, not only for the positions of the glow peaks, but also for the assurance that the thermoluminescence and scintillation spectra are identical, thus permitting direct comparison of integrated glow curves with scintillation light output, rather than absolute measurement of each. We have also extended the experiment to YAP, arguing from analogy, although detailed thermoluminescence experiments had not been performed previously on that material.

The experiment was motivated by the following fundamental questions, which arose naturally during the course of development of LuAP: Does electron trapping provide significant competition to scintillation in LuAP? Is it less effective in YAP? To what extent does the difference in electron trapping, if any, explain the difference in light output of these two materials? To what extent does electron trapping explain their departures from ideal efficiency?

Experimental methods are described in Section 2, and experimental results are presented in Section 3, and analyzed in Section 4. Conclusions derived from these results are presented in Section 5.
2. Experimental methods

The comparison of thermoluminescence and scintillation light outputs was facilitated by employing a common apparatus and detection scheme for both measurements. In addition, the following established properties of LuAP were exploited: identical Ce$^{3+}$ emission spectra for both processes, and known glow-peak temperatures. YAP was assumed to have similar emission spectra, but the glow peaks were not known a priori. A schematic diagram of the experimental setup is presented in Fig. 1.

An electron Van de Graaff accelerator, operated at 1.0 MV and 1.0 μA, was employed as the primary radiation source. The electron beam was stopped by a 9 cm $\times$ 18 cm $\times$ 0.17 cm copper target, which served as nearly a point source for gamma rays. Although the Van de Graaff accelerator is much less stable than a radioactive source, that disadvantage is more than offset by convenient access to the sample chamber, which permitted both scintillation and thermoluminescence measurements to be performed in situ without moving the sample or changing the optics. It was thus feasible to make comparative rather than absolute measurements of integrated light output. An additional advantage of the accelerator is the flexibility to permit independent adjustments of gamma ray energy and intensity.

The single-crystal sample rested on the upper horizontal surface of a copper pedestal, in the form of a vertically aligned hollow right circular cylinder with a silver-brazed end cap, 0.75 cm in diameter and 5 cm long, partially enclosed by a 10 Ω power resister which served as a heating element. The nearest face of the sample was 2.5 cm from the copper target. A variac-controlled power supply with fixed setting provided a non-linear temperature ramp. Sample temperature was monitored by means of a copper-constantan thermocouple, hard soldered near the top of the pedestal. A compensator was employed in lieu of a cold junction.

Detection of luminescence was accomplished by a light guide in the form of a single-strand, clad and jacketed polymethyl methacrolate fiber, 30 ft long, with 2.0 mm i.d. and 3.0 mm o.d. The light guide was oriented at right angles to the direction of the electron beam, and the end surface facing the sample was embedded in a lead brick and recessed 3 mm. The remainder of the fiber was enclosed in lead-wrapped copper tubing within the target chamber, and was passed through the accelerator shielding to a Hamamatsu R928 photomultiplier tube outside. The transmission of the fiber in the wavelength range of the cerium emission was not measured, since absolute intensities were not required, but it proved to be much more than adequate for the purpose.

Both photomultiplier and thermocouple outputs were passed through Keithley 610C electrometers to a 486 personal computer. Data were acquired at 4 s intervals by means of Vernier's MPLI software and recorded on diskettes for subsequent processing.

The Van de Graaff accelerator was operated with manual regulation for periods ranging from 30 s to 16 min. The heat source was turned on immediately following each period of irradiation and turned off as soon as the sample temperature reached 290°C. Irradiation was resumed for the next run after the sample had cooled to approximately 34°C.

The Ce:LuAlO$_3$ sample was cut from a single-crystal boule, grown by Litton Airtron by the Czochralski method, to the dimensions 10 mm $\times$ 3 mm $\times$ 2 mm. The concentration of Ce$^{3+}$ in the

![Fig. 1. Schematic diagram of experimental setup.](image-url)
starting materials was 0.75%, but the concentration in the crystal was only 15% of that, ~0.11% (600 ppmw). The Ce:YAlO₃ sample, grown by Union Carbide by the Czochralski method, was cut in the form of a right triangle with sides 10 mm × 11 mm × 17 mm and thickness 5.5 mm. Its measured concentration of Ce³⁺ is 0.5%. Both samples were pristine at the beginning of the experiment, with no history of prior irradiation or annealing. Samples were kept in the dark during irradiation and subsequent heating. It was also established that any given cycle of radiation and heating could be repeated with nearly identical results.

3. Experimental results

The ratio of scintillation signal to gamma-ray shot noise was approximately 40:1 for both samples, but the signal-to-noise ratio associated with thermoluminescence was orders of magnitude higher. In any event, gamma-ray shot noise and fluctuations associated with instability of the Van de Graaff accelerator were of no consequence to the experiment, since light outputs during scintillation and during each glow curve were integrated numerically. For presentation purposes only, light-output data during scintillation were triply smoothed to eliminate gamma-ray shot noise, but the fluctuations remain. Glow-curve and thermocouple-emf data were not smoothed. Thermocouple emfs were converted to Celsius temperatures by a standard formula [9].

Light output and temperature are plotted as functions of time for the following selected cases: a 4 min irradiation of LuAP in Fig. 2, a 16 min irradiation of LuAP in Fig. 3, and a 16 min irradiation of YAP in Fig. 4. The integrated scintillation light output is plotted as a function of irradiation time for LuAP in Fig. 5 and YAP in Fig. 6, and is seen to be reasonably linear in each case, in spite of accelerator instability.

The most prominent glow peak in Fig. 3 occurs at 235°C, with a much smaller peak at 90°C and a very weak shoulder with a broad maximum at 294°C, the highest temperature reached in the heating cycle. These temperatures are somewhat lower than those reported in Ref. [6] because of the lower heating rate employed in the present experiment, less than 1 K s⁻¹. The electron traps corresponding to the first two peaks are thoroughly emptied during each heating cycle, but that condition may not be fully satisfied for the shoulder. The contribution of this shoulder was combined with that of the prominent glow peak in calculating integrated light output.

The glow peaks in YAP, shown in Fig. 4, are much less prominent than those in LuAP and occur at different temperatures. Two nearly equal glow peaks are observed at 141°C and 206°C; to the best
of our knowledge, these glow peaks have not been reported previously. We cannot discount the possibility of additional glow peaks in YAP above 300°C.

It is evident from comparison of Figs. 2 and 3 that the glow peaks in LuAP increase in height in approximate proportion to the duration of irradiation; thus the relevant electron traps are far from saturated. To address this point more precisely, the ratio of integrated light output under both glow curves to the integrated scintillation light output (G/S) is plotted as a function of radiation time for LuAP in Fig. 7 and for YAP in Fig. 8. This ratio declines gradually and non-linearly with radiation time, and its initial value is very much larger for LuAP (0.14) than for YAP (0.02). The ratio of integrated light output under the low-temperature glow curve to that under the high-temperature glow curve, 0.013 for LuAP and 0.88 for YAP, is essentially independent of radiation time for both materials.
4. Analysis

Direct comparison of integrated thermoluminescence and scintillation light outputs reveals that the initial value of their ratio, $G/S$, is much larger in LuAP, 0.14, than in YAP, 0.02. In the absence of electron trapping, the efficiency of scintillator response, $\eta$, would increase from 38% to 43% in LuAP and from 59% to 60% in YAP. Additional processes culminating in non-radiative recombination may account for the residual discrepancy between ideal and actual efficiency of luminescence.

Although it is not clear at what stage in the process non-radiative recombination occurs, it does not appear to be associated with thermal quenching of luminescence, since the emission lifetimes are temperature invariant. Accordingly, it is attributed to trapping of holes at distinct non-radiative recombination centers. The dependence of $G/S$ on radiation time in Figs. 7 and 8 can be explained by a simple model in which the electron trapping process is described by the following five rate equations, adapted from Ref. [10]:

$$\frac{dn_e}{dt} = f - n_e n_R A_{br} - n_e n_{NR} A_{rNR} - n_e (N - n) A,$$  \hspace{1cm} (1a)

$$\frac{dn}{dt} = n_e (N - n) A,$$  \hspace{1cm} (1b)

$$\frac{dn_R}{dt} = n_e (N_R - n_R) A_{br} - n_e n_R A_{r},$$  \hspace{1cm} (1c)

$$\frac{dn_{NR}}{dt} = n_e (N_{NR} - n_{NR}) A_{rNR} - n_e n_{NR} A_{rNR},$$  \hspace{1cm} (1d)

where $f$ is the rate of production per unit volume of electron–hole pairs, $n_e$ is the concentration of electrons in the conduction band, $n_R$ is the concentration of holes in the valence band, $n_R$ is the concentration of holes trapped on radiative recombination centers, $n_{NR}$ is the concentration of holes trapped on non-radiative recombination centers, $n$ is the concentration of trapped electrons, and $N$, $N_R$ and $N_{NR}$ are, respectively, the concentrations of electron traps, radiative recombination centers and non-radiative recombination centers. The coefficient $A$ determines the rate of trapping of conduction electrons, $A_{br}$ determines the rate of trapping of valence-band holes at radiative recombination centers, $A_{rNR}$ determines the rate of trapping of valence-band holes at non-radiative recombination centers, $A_{r}$ determines the rate of radiative recombination of conduction electrons with trapped holes, and $A_{rNR}$ determines the rate of non-radiative recombination of conduction electrons with trapped holes. A subsidiary condition is

$$\frac{dn_e}{dt} + \frac{dn}{dt} + \frac{dn_R}{dt} + \frac{dn_{NR}}{dt} = 0.$$  \hspace{1cm} (1f)

Since these rate equations obviously contain too many adjustable parameters, it is necessary to introduce arbitrary simplifying assumptions. We first assume that the coefficients which determine the hole trapping and recombination rates are the same for both radiative and non-radiative recombination centers, $A_{br} = A_{rNR} = A_{br}$ and $A_{r} = A_{rNR} = A_{r}$, and we define $N_h = N_R + N_{NR}$ and $n_h = n_R + n_{NR}$ to be the total concentration of hole traps and the total concentration of trapped holes, respectively. With these assumptions, Eqs. (1) are reduced to

$$\frac{dn_e}{dt} = f - n_e n_h A_{r} - n_e (N - n) A,$$  \hspace{1cm} (2a)
The scintillation light output was found to be independent of radiation time to a good approximation; consequently, the integrated scintillation light output, \( S \), is given by

\[
S \approx \varepsilon \left( \frac{n_{\text{ho}} A_r}{n_{\text{ho}} A_r + NA} \right) f t (\text{photons}),
\]

and the integrated glow curve is given by

\[
G = \varepsilon n (\text{photons}).
\]

Eq. (5) was solved by numerical integration for various values of the ratio \( N/n_{\text{ho}} \), with the parameters \( \alpha = NA/n_{\text{ho}} A_r \) and \( \beta = f/A/(n_{\text{ho}} A_r + NA) \) adjusted for a least-squares fit of \( G/S = (\alpha/\beta)(n/Nt) \) to the corresponding data for LuAP. Although a plausible fit is obtained in each case, the best fit, and certainly the most convincing qualitative representation of apparent trends in the LuAP data, are obtained in the limit \( N \gg n_{\text{ho}} \). In this limit, Eq. (5) has the following closed-form solution:

\[
G/S = \frac{(1 + \alpha)}{\delta t} \left[ -(1 + \alpha) + \sqrt{(1 + \alpha)^2 + 2 \alpha \delta t} \right],
\]

where \( \delta = f/n_{\text{ho}} \). The continuous curves in Figs. 7 and 8 are plots of Eq. (7) with the parameters adjusted for a least-squares fit to the data. Optimum parameter values are \( \alpha = 0.1397 \) and \( \delta = 0.622 \text{ min}^{-1} \) for LuAP and \( \alpha = 0.02002 \) and \( \delta = 0.434 \text{ min}^{-1} \) for YAP. The gradual decline of \( G/S \) with radiation time is due to an increase in the concentration of trapped holes, \( n_h \), and a corresponding decrease in the concentration of conduction electrons, \( n_c \), to compensate for the increasing concentration of trapped electrons, \( n_t \), while maintaining a constant rate of recombination, rather than to saturation of electron traps.

The fitted parameters provide a value of the ratio \( f/n_{\text{ho}} \). In order to facilitate absolute determination of \( n_{\text{ho}} \), we proceed to estimate \( f \), the rate of production of electron–hole pairs per unit volume, for LuAP. For a relativistic electron and negligible screening of target nuclei, the ratio of differential energy loss to radiation and collisions is [11]

\[
\frac{dE_{\text{rad}}}{dE_{\text{coll}}} = \left( \frac{4Z \ln(2\gamma)}{3\pi(137) \ln(\gamma^2 me^2/\hbar \omega)} \right)^\gamma,
\]

\[
\gamma = E/me^2.
\]
where $Z$ is the atomic number of the target atom (29 for copper) and $\hbar \omega$ is a characteristic energy of its valence electrons, which we assume to be $\sim 10$ eV. Neglecting the $\gamma$ dependence of the logarithms, which are slowly varying, one obtains

$$E_{\text{rad}} \approx (mc^2) \left( \frac{4Z \ln(2\gamma_0)}{3\pi(137) \ln(\gamma_0 mc^2/\hbar \omega)} \right) \gamma_0^2 \approx 0.01 \text{ MeV},$$

where $\gamma_0 \approx 2$ is the initial value of $\gamma$.

It follows from Eq. (9) that, of the 1 W power of the incident electron beam, only 10 mW is converted to gamma radiation. This radiation is confined to a cone of half-angle $\gamma_0^{-1}$, impinging on an area $\pi d^2/\gamma_0$ at a distance $d$ from the target. Accordingly, 2.0 mW cm$^{-2}$ is incident on a sample 2.5 cm from the target.

The sample penetration depends on photon energy, which is distributed non-uniformly below 1 MeV. The maximum energy is just below the threshold for electron–positron pair production, and Compton scattering is the dominant interaction mechanism over most of the energy range [12].

The Thomson cross section $\sigma_T$, given by [13]

$$\sigma_T = \frac{8\pi}{3} \left( \frac{e^2}{mc^2} \right)^2 = 6.65 \times 10^{-25} \text{ cm}^2, \quad (10)$$

is an upper bound on the Compton cross section at all energies. Since the electron concentration in LuAP is $N_e = 2.17 \times 10^{24} \text{ cm}^{-3}$, the penetration depth $L$ satisfies the inequality $L > (N_e \sigma_T)^{-1} = 0.69 \text{ cm}$. This result is corroborated by an independent determination, made with a computer program and data base developed at NIST [14], which yields an absorption coefficient of 1.0 cm$^{-1}$ for 0.5 MeV gamma rays. Accordingly, the penetration depth is approximately $L = 1.0 \text{ cm}$ and the rate of energy deposition is approximately $2.0 \text{ mW/cm}^3$. This result can be combined with the theoretical prediction of 55 556 electron–hole pairs per MeV in LuAP [2] to yield $f \approx 5 \times 10^{16} \text{ cm}^{-3} \text{ min}^{-1}$. For comparison, the concentration of lutetium sites is $2.0 \times 10^{22} \text{ cm}^{-3}$ and the cerium concentration is $2.3 \times 10^{19} \text{ cm}^{-3}$.

From the fitted parameters and the estimate of $f$, we infer the value $n_{h0} \approx 1.2 \times 10^{17} \text{ cm}^{-3}$, a result which implies that the pre-existing concentration of trapped holes is approximately 3 ppmw, comparable with known impurity concentrations in LuAP. [The most abundant impurities are Y (30 ppmw), Yb (8 ppmw), Gd (7 ppmw), and Si (3 ppmw).] Since approximately 10% of the electrons produced are trapped following a 16 min irradiation, the number of trapped electrons in that case is $n \approx 8 \times 10^{16} \text{ cm}^{-3}$. The initial rate of electron trapping is

$$\left( \frac{dn}{dt} \right)_{t=0} = n_{e0} NA = \left( \frac{\gamma}{1 + \gamma} \right) f \approx 6 \times 10^{15} \text{ cm}^{-3} \text{ min}^{-1}. \quad (11)$$

Additional empirical information permits further progress; the fact that the 18 ns scintillation response time of LuAP is dominated by the radiative lifetime of Ce$^{3+}$ imposes a lower bound on the recombination rate $n_{h0} A_r$. Estimates based on the measured rise time, 0.8 ns [15], are $n_{h0} A_r = 7.5 \times 10^{10} \text{ min}^{-1}$ and $NA = 2n_{h0} A_r = 10^{10} \text{ min}^{-1}$. Consequently, it follows from Eq. (11) that the initial concentration of conduction electrons is $n_{e0} = 6 \times 10^5 \text{ cm}^{-3}$.

The preceding considerations fail to provide values of $N$ and $A$ independently, apart from the requirement $N > 1.2 \times 10^{17} \text{ cm}^{-3}$. Among the possible candidates for electron traps, it is important to distinguish between one of the more abundant impurities, such as Y$^{3+}$, and the Ce$^{3+}$ dopant, which may also be stable in its 2$^+$ charge state [16], in order to assess the feasibility of eliminating unwanted electron trapping. Unfortunately, that information is not provided by the present experiment.

Since the thermoluminescence of YAP has not been reported previously, it is of interest to analyze the data obtained in the present experiment. Thermoluminescence measurements on LuAP [7, 8] had been performed with a linear temperature ramp to facilitate analysis in terms of a closed-form expression for the glow curve. However, there is no inherent difficulty in analyzing glow curves obtained with a non-linear temperature ramp, such as those in the present experiment, provided that the temperature, $T(t)$, is known as a function of time. The two overlapping glow curves in Fig. 4 were simulated by numerical integration, with a 4 s
time interval, of the rate equations

$$\frac{d(n_t/n_0)}{dt} = -\frac{n_t}{n_0} s_1 \exp\left(-\frac{E_1}{kT}\right), \quad (12a)$$

$$n = n_1 + n_2, \quad (12b)$$

subject to the initial conditions

$$n_{10}/n_0 = \frac{G_1/G_2}{1 + G_1/G_2}, \quad (13a)$$

$$n_{20}/n_0 = \frac{1}{1 + G_1/G_2}, \quad (13b)$$

where $G_1/G_2 = 0.859$ is the ratio of integrated light outputs for the two glow curves. These equations assume first-order kinetics; i.e., the process is controlled solely by the release of electrons from two traps with concentrations $n_1$ and $n_2$, because an excess of recombination centers (trapped holes) is available. Initial values are denoted by the subscript 0. The theoretical normalized light output, $-d(n_t/n_0)/dt$, was then compared with the normalized double glow curve, and the parameters $\ln s_1$, $E_1$, $\ln s_2$, $E_2$ were adjusted for a least-squares fit, as shown in Fig. 9. The quality of the fit supports the assumption of first-order kinetics. The optimum values of the parameters are listed in Table 2.

### Table 2

Optimized thermoluminescence parameters for Ce:YAlO$_3$ (YAP), derived from least-squares fit to glow curves following 16 min irradiation (Fig. 9)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>First glow curve</th>
<th>Second glow curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glow-peak temp. (°C)</td>
<td>141</td>
<td>206</td>
</tr>
<tr>
<td>$\ln s$</td>
<td>26.58</td>
<td>27.35</td>
</tr>
<tr>
<td>$E$ (eV)</td>
<td>1.05</td>
<td>1.27</td>
</tr>
</tbody>
</table>

Table 2. It was unnecessary to correct the glow curves for thermal quenching, since the glow peaks occur well below the quenching temperature, 590 K [17].

### 5. Summary and conclusions

Direct comparison of integrated thermoluminescence and scintillation light outputs reveals that their ratio, $G/S$, is much larger in LuAP, 0.14, than in YAP, 0.02. In the absence of electron trapping, the efficiency of scintillator response, $\eta$, would increase from 38% to 43% in LuAP and from 59% to 60% in YAP. Thus the results of the present experiment establish that electron trapping provides significant competition to radioluminescence in these two scintillator materials, but it accounts only partially for their performance differential and their departures from ideal efficiency. Additional processes culminating in non-radiative recombination may also depress transfer efficiency. It is known from previous work that the dominant trap in LuAP has a depth of 1.6 eV [7]. Analysis of glow curves in YAP reveals two traps with comparable concentrations of trapped electrons and with depths of 1.05 and 1.27 eV.

The comparative measurements performed here on LuAP provide evidence for pre-existing trapped holes (Ce$^{4+}$ for radiative recombination and an unknown center for non-radiative recombination). Although they do not conclusively determine the ratio of the initial concentration of trapped holes, $n_{h0}$, to the concentration of potential electron traps, $N$, the preferred fit suggests that $n_{h0}$ is comparable with known impurity concentrations and that $N$ is
much larger than \( n_{ho} \), possibly implicating either \( Y^{3+} \) or \( Ce^{3+} \) as the electron trap. Interpretation of these measurements also suggests that suppression of electron trapping may be accomplished by deliberately increasing the initial concentration of trapped holes, \( n_{ho} \), in order to diminish the concentration of conduction electrons, \( n_e \). That would have the effect of reducing the parameter \( \alpha \), and consequently reducing \( G/S \).

The experiment reported here was performed on a single sample of each material. Since the properties of these scintillator materials are known to be strongly sample dependent, it would be useful to repeat the experiment on a variety of samples, especially some of differing cerium concentration, higher purity and intentional doping, in order to confirm and extend the present conclusions. Additional measurements are anticipated as part of a continuing program of materials development.
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